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The following is a model of how the human brain processes language. Almost everything in the KISS approach is based on this model, including such things as why "errors" are errors. Once students have seen the model, much of their later instruction will make more sense to them. (They need not understand the details of the model when they first see it.) To my knowledge, no other approach to teaching grammar in our schools has any such theoretical base.

Note

This document started out as an attempt to compress the 47 pages of the original web presentation into a single, shorter document. Over the years, the web version attracted a fair amount of attention from teachers across the world, many of whom wanted to use it in their classes. Not all classrooms, however, have the technical ability to project web pages on a screen at the front of the room. And printing 47 pages of overheads is expensive. This version is shorter —nineteen pages, some of which, like this one, need not be printed as an overhead. I have, therefore, used a fairly large font, and more pages that might be needed, but my objective was to make the document such that teachers can print overheads such that they can use them on a simple overhead projector. You can use this document in any way that you like for your own students and classes. You cannot, of course, claim it as your own for an article or book.

I would also like to note that I am not a psycholinguist, a linguist, or even a grammarian. I can, however, read what they write and, I hope, make some sense of it. For far too long, grammar has been taught as a senseless collection of meaningless definitions, rules, and exceptions. The validity of this presentation depends entirely on whether or not it makes sense. Hundreds of my students have claimed it does, as have many people who found it on the web. Whereas the original web version was developed as the visual accompaniment of a classroom lecture, I have included in this version additional explanations that I hope will be helpful.
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Nothing in the world

is as fascinating

as is the human brain.
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Language (oral or written) enters the brain through

what is known as Short-Term Memory (STM).



In a famous study, George Miller demonstrated that, on average, STM can handle seven bits of information at a time.

Miller's primary experiment was based on giving a human subject a sequence of series of random numbers and asking the subject to repeat each series:

               1 5 8 3 4 9 2

               2 4 7 5 8 1 9 4 6 3 8

               8 4 1 8 3 0 4 8 3 5 7 6

               3 5 8 9 5

               6 4 8 2 0 3 7 4 8 1 6

What he found was that most people can remember sequences of seven digits. Some people have trouble with sequences longer than five; most people have problems with sequences longer than nine. Miller's theory has been supported by numerous others, including a small one by a class of my own students. (See Miller, George A. "The Magical Number Seven Plus or Minus Two: Some Limits on our Capacity for Processing Information." Psychological Review 63 (1956) 81-97.)

Psycholinguists generally agree that STM does not

increase with age, it does not "grow."



We will work with the average number, seven,

And with the reasonable assumption that one word equals one "bit."



The question we want to answer is:



How can we understand

Sentences longer than

Seven words when we

Only have a seven-slot

STM?


How (1) can (2) we (3) 

understand (4) sentences (5)
longer (6) than (7) 

seven words when we

only have a seven-slot

STM?




The process that enables 

us to do this 

is called "chunking." 

It is a

syntactic process.

Note, for example, that we do not remember phone numbers as a series of seven separate digits; instead, we chunk them into two "chunks" of three and four each.*

To examine how chunking works, we will look at an example.

Please remember that this model is an oversimplification.



* Theoretically, if I had to use one slot of STM to remember each digit, I would not be able to remember whom I wanted to call, why, or what I wanted to talk about.  

Seven colored bars will represent the seven slots of STM.















Broadly speaking, we can say that the brain looks for a Subject / Verb pattern and all the words that chunk to it. Having come to the end of a main clause, the brain transfers the meaning, but not the syntax, to Long-Term Memory, and clears STM for the next pattern. *

Our example, which will be in a blue box, is a fifteen-word sentence written by an eighth-grade student:

If you want to go to Florida by car, you must plan to drive awhile.

* This has been demonstrated in experiments in which people have been asked to listen to an average sentence and then repeat it. Most people can do so with no problem. Then they have been asked to listen to a sentence, listen to a second sentence, and then repeat the first sentence. Under these circumstances, most people repeat the content of the first sentence, but in different words and in a different syntactic structure. In effect, they paraphrase. The implication is that the first sentence has been dumped to long-term memory in order to process the following sentence in STM. When asked to repeat the first sentence, we have to go into LTM, remember the ideas, and then recode them in our own words and syntactic structures.

These experiments should also help you understand the difference between quoting sources and paraphrasing. When you quote, keep the original in front of you and copy it exactly, word for word. When you paraphrase, read the original and then close the text. If the original was longer than a sentence, it will be almost impossible for you to recreate it in such a way as to plagiarize by using the original words. (Remember that you still have to cite the source of the ideas.) 

If you want to go to Florida by car, you must plan to drive awhile.

In this sentence, the brain first meets the word "If" which occupies the first slot.

If













The word "you" then occupies the second slot.

If

you











But because "if" is a subordinate conjunction, and "you" is probably the subject of the subordinate clause, "you" is most likely chunked to "if."

If you













If you want to go to Florida by car, you must plan to drive awhile.

Thus the second slot is open for the third word, "want."

If you

want











But as the verb for "you," "want" is immediately chunked to it in the first slot.

If you want













Remember that we all had to teach ourselves the language. (No one could use it to teach us before we ourselves figured out the basics.) There is a fair amount of evidence that suggests that many of us were still mastering this fundamental chunking of subject and verb as late as first grade. 

You can test this hypothesis yourself if you know a young child who is willing to tell you that you are wrong. If you give such a child a sentence such as "We, on Tuesday, will go to the park," the child may tell you that it is not a good sentence. In essence, the child may say the same thing about any sentence that includes supplemental material between the subject and verb. The implication seems to be that the child needs to keep the S & V close together in order to maintain the "chunk." Even at a more advanced level, many students will put little, if anything, between the subjects and verbs in their sentences. Within the KISS Approach, you will also be able to explore this hypothesis about older students for yourself.
If you want to go to Florida by car, you must plan to drive awhile.

"To" next fills the unoccupied second slot. 

And "go" occupies the third.

If you want

to

go









But since "to go" is an infinitive, "go" is chunked to "to."

If you want

to go











If you want to go to Florida by car, you must plan to drive awhile.

And since the infinitive "to go" is the direct object of the verb "want," it is chunked to it.

If you want to go













Learning to distinguish "to" as a preposition and "to" as the sign of the infinitive is not the easiest thing to do. But it is important because prepositional phrases function as adjectives or adverbs, whereas an infinitive can function as a subject, predicate noun, or, even more frequently, as a direct object.

If you want to go to Florida by car, you must plan to drive awhile.

The second slot is again open, only to be filled by the word "to."

"Florida" then occupies the third.

If you want to go

to

Florida









But "Florida" is chunked to "to" as its object in a prepositional phrase.

If you want to go

to Florida











In the writing of adults, approximately one-third of the words are in prepositional phrases, and 99 % of prepositional phrases function as do simple adjectives or adverbs. Thus, if you can identify prepositional phrases, you can understand and consciously explain how one-third of the words in the average text function grammatically. In addition, you will find it much easier to identify subjects and verbs because the subject of a verb can never be inside a prepositional phrase unless the verb is also.*

* This occurs in approximately one prepositional phrase in every 200, so you do not really need to worry about it when you are starting to study grammar. 

If you want to go to Florida by car, you must plan to drive awhile.

Because "to Florida" answers the question Go where?, it functions adverbially and chunks to "go."

If you want to go to Florida













We are now at the eighth word, "by," but the second slot is again empty. With "by" in the second slot, "car" moves into the third.

If you want to go to Florida

by

car









If you want to go to Florida by car, you must plan to drive awhile.

You probably guessed what was coming: "car" is the object of "by" in the prepositional phrase "by car."

If you want to go to Florida

by car











And because "by car" tells how you will "go," it is chunked to it.

If you want to go to Florida by car













Thus far, we have been examining the process as if the brain were passive, i.e., as if the brain perceives a word in a "slot" and then decides what to do with it.

But the human brain is ACTIVE. It anticipates, or looks for, certain constructions. Thus, having perceived a "to," the brain then seeks either an infinitive or an object of the preposition. This may explain why many readers find the misspelling of "to" to be so annoying. In a reader's mind, "to" evokes the question "to what?" "Too" evokes no such question. Thus, in a sentence such as "He wants to go too the store," a reader may process "too" as meaning "also," and then hit "store" and be momentarily stumped with how to chunk it.

If you want to go to Florida by car, you must plan to drive awhile.

Learning how to read is thus more than just learning how to translate written letters into sounds, and learning new words. It involves learning how to chunk and how to anticipate which constructions might be coming. In our example, the comma after "car" signals to the brain that the subordinate clause has probably ended, and that the brain should probably start looking for another subject / verb pattern.

If you want to go to Florida by car,













When to use a comma is an interesting problem. The theory of chunking suggests that commas primarily function to keep "chunks" separate. Note what happens, for example, in the following sentence: 

When Stan was hitting the first baseman played back.

Without a comma after "hitting," most readers will think that Stan was hitting the first baseman. Then they will stumble over "played back" and have to reinterpret the sentence.

If you want to go to Florida by car, you must plan to drive awhile.

The brain finds the subject it is looking for in "you."

If you want to go to Florida by car,

you











"Must" is put in the third slot; "plan" in the fourth.

If you want to go to Florida by car,

you

must

plan







But "must plan" obviously chunks together as a verb phrase.

And "must plan" is the verb that the brain was looking for to go with "you."

If you want to go to Florida by car,

you must plan











If you want to go to Florida by car, you must plan to drive awhile.

We have already seen an infinitive chunked as a direct object.

If you want to go to Florida by car,

you must plan to drive











And, finally, "awhile" is put in the now open third slot.

If you want to go to Florida by car,

you must plan to drive

awhile









But since it indicates how long you will drive, it chunks as an adverb to the infinitive "to drive."

If you want to go to Florida by car,

you must plan to drive awhile











If you want to go to Florida by car, you must plan to drive awhile.

The period after "awhile" signals to the brain that it has come to the end of a main clause. Because the "if" clause" is adverbial to "must drive," it is now, if it has not already been, chunked to it.

If you want to go to Florida by car, you must plan to drive awhile.













The complete pattern is then dumped to Long-Term Memory, and STM is cleared for a new pattern.















If you want to go to Florida by car, you must plan to drive awhile.

Our example is only of the principle. I do not mean to suggest that each word would be assigned to that exact slot. Thus, some readers would chunk the "if" clause as soon as they perceived the "must plan." Weaker readers, on the other hand, might never chunk the "if" clause: they may simply dump it to LTM, thereby missing its relationship to the main idea.

Our model thus explains, in principle, how our brains, with seven-slot STMs, can process main clauses longer than seven words.

We need to remember that chunking occurs very rapidly.

Longer, or syntactically more complicated main clauses

may require all the slots a person possesses.

If the length or complexity of a clause

exceeds the reader's ability to process it,

the process crashes.

Earlier, in discussing phone numbers, I noted that if I had to use all the slots in STM to remember the number, I would forget whom I was calling and why. We can now apply that to the problem of readers' crashing. In our example, a fifteen-word sentence required only four of the seven slots. We can probably say that readers use some of the STM slots to remember other things – such as your thesis, topic sentences, etc. When a crash occurs, the reader must use additional slots to process the sentence. (It is somewhat like blood rushing to a bruise.) As a result, your thesis, topic sentence, etc. may be pushed out of the reader's STM. Thus, they may lose track of what your paper is about. And do not expect them to go back and figure it out. Keeping the punctuation in your paper effective is your responsibility. But many students' grades suffer, not because of the content of their papers, but because the paper is so riddled with errors that the instructor simply loses track of the main ideas as a result of being forced to struggle with "errors."
Crashing can occur for several other reasons:

In a run-on sentence, the reader's brain does not get a signal to dump the preceding main clause to Long-Term Memory. It therefore attempts to chunk the words in a new main clause to the words in the preceding clause. Since they do not connect, the process crashes and the reader must focus on the crash site.

With a fragment, the brain meets a punctuation mark (period, question mark, exclamation mark, or semicolon) that signals a dump to Long-Term Memory. But the main Subject / Verb pattern that the brain has been expecting has not been completed. The reader's brain may therefore be momentarily confused.

In relation to our model, the comma-splice is particularly interesting. Textbooks  often state that comma-splices are acceptable if the main clauses are short. But they do not explain either why, or how short. Our model suggests that if the clauses can be easily and rapidly chunked in a seven-slot STM, the splice will not cause a crash. Otherwise, it will.

The primary purpose of punctuation is to assist the reader in chunking.

Note also that many spelling errors can cause readers to crash. In the example, we noted the problem with "to" and "too," but similar problems exist with misspellings of "its" and "it's," "their," "there," and "they're." "your" and "you're," "of" and "have," etc.  The different spellings denote different words and different syntactic constructions. When you misspell these words, you send the reader the wrong signal -- "Turn left," when you wanted the reader to turn right. The readers then have to use slots in STM in order to back up and see where you wanted them to go. 

Some Additional Comments on Errors and Style

Let's be honest. An occasional error in punctuation or spelling is not a big deal. It may suggest that you are careless, but it will not cause most readers to crash. Reading, however, can be compared to running on a rough beach. If you are running there, and you trip over something, the odds are that you can keep your balance. Similarly, most readers can "trip" over a simple error without crashing. But if you are running, trip, take three steps, trip again, another couple steps, and another trip, sooner or later you are going to end up on your fanny. In like manner, readers will crash if your paper has too many errors in it.  And, if your sentences are long and complicated, and thus take up lots of STM slots, even a single error can cause a major problem.

The model also has numerous implications for the study of writing styles, but you will not be able to understand many of them until you are able to identify clauses, verbals, and a few other advanced constructions. Even now, however, you should be able to understand the implications of basic sentence length for style. If your sentences are relatively short and simple, especially as compared to your peers, your readers will perceive it as immature even though they may not be able to analyze it. It is simply a question of the number of slots it takes them to process your sentences. At a very simple level, consider the difference between

1, 2, 3, 4, 5, 6, 7, 8 words; dump to LTM

1, 2, 3, 4, 5, 6, 7, 8, 9 words; dump to LTM

1, 2, 3, 4, 5, 6, 7 words; dump to LTM

and

1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17 words; dump to LTM

1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18 words; dump to LTM

1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, words; dump to LTM

The model suggests that the readers' brains sense the rhythm of the dumps to LTM. If the rhythm is short, it sounds immature (and can an immature mind understand the material that is being studied?). But remember also that if your sentences are too long and complex, you may be overwhelming your readers' STM capacity, forcing them to use almost all the slots to process your sentences, and leaving them with none to remember your thesis, topic sentences, etc. As the Greek philosopher Aristotle often argued, in this case, excellence really lies in the middle. You will usually want your readers to see through your style to its content. 

The theory of syntactic chunking has several other implications that are important for parents and teachers:

1. Traditional grammar fails because it teaches students how to identify simple constructions, but it never helps students develop their ability to chunk or inter-relate constructions. Rarely are students asked, for example, to analyze randomly selected passages from their own reading or writing.

2. Readability formulas, which are almost all limited syntactically to "words per sentence," may result in more harm than help. Chunking is not simply a matter of the number of words, it is a matter of the constructions used to convey those words. My research, for example, suggests that fourth-grade textbooks meet readability formulas by increasing the number of gerundives. But research shows that gerundives do not develop naturally until around tenth grade! The late development of the gerundive suggests that it involves a different chunking process. Shortening passages by increasing gerundives not only may make it more difficult for a fourth grader to read, but it may also interfere with natural syntactic development.

3. Instruction in syntax will improve a student's ability to read, to write, and to think, but only if that instruction is based on

a. an understanding of chunking,

b. natural syntactic development, and

c. a descriptive syntax such as the KISS Approach, which students can  learn relatively easily and then apply on their own to their reading and writing.

4.  Punctuation should not be taught as "right" or "wrong," but as "effective" or "ineffective."
The  Human Brain!

Isn't it marvelous?

